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Introduction
When deploying equipment onto public 
telephony networks, operators and service 
providers demand a minimum level of 
service often expressed as ‘five nines’ 
availability. To meet that criterion for user 
service accessibility, systems have to be 
designed with reliability and fault tolerance 
in mind. Continuity of service is the 
paramount factor, such that a system must 
remain viable when a failure occurs – 
whether it’s associated with hardware or 
software.  

This requirement is especially true for signalling 
system number 7 (SS7) networks, where the integrity 
of signalling components and preservation of an end-
to-end signalling path is vital. In order to achieve a 
suitable level of resilience, network architects will have 
designed the infrastructure of the core network using 
multiple signalling paths to each end point and 
implementing multiple links (and link sets) between 
adjacent signalling points. In the case of application 
platforms interconnecting to an SS7 network, such as 
a prepaid calling card system, there exists a similar 
need for resilience and reliability.  
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Achieving Dual Fault Chassis 
Tolerance For SS7 Solutions  

A basic method is for the processing of SS7 terminations at a 
single signalling point to be distributed over a pair of links in a 
single E1 or T1 trunk. Taking this one stage further, the links are 
dispersed between separate trunks on a digital network access 
card. Card level redundancy is gained by splitting links 
between multiple cards in a single chassis – if one card fails, 
another card is available to maintain a signalling path.  

Implementing an SS7 signalling point across two chassis 
Implementing an SS7 signalling point over two chassis isolates discrete failures, allowing a system to continue to operate on failure 
of one of the chassis or on failure of a signalling route into the network.  

The Aculab approach implements a dual MTP method, where a point code is shared between two signalling nodes, in separate 
chassis, each operating up to the MTP3. In this fault resilient architecture, the ISUP (and/or TCAP) application hosts are also 
physically separated from the signalling nodes – in multiple distributed chassis interconnected over a LAN.  

Signalling links 
Normal practice is for signalling links and link sets to be provisioned such that in the absence of failure they operate within 40% 
capacity. In this way, the ability of remaining links to carry a full traffic load, when some routes fail, is assured.  

Aculab’s approach is to apportion multiple signalling links between two physically separate chassis. The links are split over physical 
E1 or T1 trunks on separate Aculab cards and resilience is achieved in that there is no reliance on a single delivery trunk from the 
network. This gives redundancy at link level between cards in a chassis and across the chassis pair. To achieve route resilience to 
a given destination, two or more link sets are configured, each separately connected to both nodes of a mated signal transfer point 
(STP) pair. 

The essence of such a dual resilient set up is that in the event of a failure in one chassis, signalling is maintained by the remaining 
chassis. Procedures such as load balancing and load sharing are applied to ensure traffic is evenly distributed across links and link 
sets. 

The dual MTP approach 
With the MTP running separately on two interconnected chassis, there is a need for inter-chassis communication. Inter-chassis 
signalling links are established over a dual Ethernet LAN and are used for two key functions. Firstly, they are used to share routing 
information between MTP3 A and B – see figure 1. Secondly, and importantly, they are used to reroute outgoing transmit messages 
via the other MTP chassis in the event of failure of a link set between a chassis and its adjacent signalling point. 

Beneficially, this architecture means there is no need for inter-chassis signalling links via physical trunk circuits. The benefit being 
that expensive trunk circuits can be fully utilised for network facing signalling and provisioning need not accommodate additional, 
costly and unnecessary trunks. 

Aculab’s dual MTP nodes operate on a peer basis rather than a typical master/slave configuration. Both MTP nodes are continually 
processing message traffic, instead of having one node lie quiescent until required to take over signalling. In normal operation, an 
incoming message is processed by the receiving MTP node and sent via the LAN to the appropriate application host where 
(assuming it’s an ISUP host) a call is set up on the appropriate circuit (CIC). For transmit messages, the application directs the data to 
either MTP A or B, for balanced use of the system, using a simple configuration rule such as odd or even CICs.   

A more fundamental approach is to duplicate the SS7 interface 
for a single signalling point in separate, but interconnected 
chassis in a dual, redundant capacity, which means one chassis 
continues to operate if the other fails. Additionally, separating 
applications from the signalling interface gives a further degree 
of resilience or fault tolerance and, as well as distributing or 
sharing the processing load, enables the effective and efficient 
scaling of call or transaction handling capacity. 
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Advantageously, there is no need for complex partitioning or sharing of state information and check pointing for transactions 
at either the MTP or user parts. And there are no tricky circuit group allocations for the developer to be concerned about. 
There is no need for an application to activate and deactivate mirrored circuit groups in the event of a failure as failover 
between nodes is automatic.  

This design achieves link and link set resilience, or redundancy, without requiring any extra trunks for the inter-chassis link. It 
also achieves redundancy of the SS7 interface where, in the event of a failure, signalling can be maintained by the non-
failing node. The separation, coupled with the distribution of application hosts, also enables software upgrades to be carried 
out with minimum disruption or loss of service. Beneficially, for the user, this implementation is fundamentally cost-effective 
and straightforward to implement.  

Figure 1 – dual MTP nodes showing signalling links and application hosts 

Failure modes 
The benefit of the dual MTP approach can be further illustrated by its operation in various "what if" failure modes. 
Potential critical points of failure are: 

• Failure of signalling links or link sets
• Failure of a single MTP chassis
• Failure of an application host
• Failure of an element of the LAN
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Failure of signalling links or link sets 
In normal operation, incoming signalling arrives at the MTP pair as if they were a single entity. They present a single point 
code to the network with load sharing and load balancing ensuring an equitable processing load. If all links to one side fail, 
through an alarm condition or congestion, for example, all messages from the network are handled by the other MTP 
chassis. For outgoing traffic, if all links to MTP3 B have failed, messages are routed over the Ethernet to MTP3 A, from where 
they are routed over an available signalling link to an adjacent signalling point. See figure 2. 
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The failover between MTP nodes is automatic; being handled by normal MTP operations on the network side, and the 
LAN-based intercommunication between the MTP nodes and the application hosts on the user side. However, this 
happens without the intervention of any ISUP or TCAP application. From a user application perspective, the 
changeover occurs ‘under the hood’. 

Uniquely, with Aculab’s resilient design, the ISUP or TCAP runs independently on each application host and is only 
concerned with message traffic destined for its own CIC range or resident application sub-system. Either MTP node is 
capable of sending or receiving messages to/from any application host at any time and is not required to share call 
state information with its peer.  
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Figure 2 – message paths on failure of signalling links or link sets 

Failure of a single MTP chassis 
The essence of the dual set up is that in the event of a failure, signalling is maintained by the remaining unit. Incoming 
messages are automatically routed by the non-failing MTP node and passed directly to the appropriate application host. 
There is no hiatus during which an application has to enact a recovery process. 

For outgoing traffic, if say MTP3 A has failed, the application simply routes the message to MTP3 B, from where it is sent 
to the adjacent signalling point. See figure 3. Once again, there is no recovery process for the application to perform in 
conjunction with the non-failing MTP chassis.  

In this case, any ISUP calls on either of the application hosts shown in figure 3 are unaffected. This applies to calls in 
transient status as well as stable, connected calls. No calls are lost, because the ISUP activity associated with those calls 
occurs on the application host, where the circuits are located, rather than on the MTP chassis. 

ACULAB.COM • WHITE PAPER

APB0237 • AUG/2007 • 4



Figure 3 – message paths on failure of MTP3 A 

Failure of an application host 
The failure of an application host leads to the loss of a portion of system resources and also means effective loss of use 
of the physical trunk interfaces connected to that host. However, normal control operation will ensure that the affected 
circuits are blocked, with the result that the SS7 network will no longer attempt to initiate calls in the failing host, as they 
would naturally fail. 

Note that these circuits cannot be readily transferred to another host, nor can signalling messages be sensibly 
redirected to an alternative host. Other application hosts in the system can have physical circuits to the same 
destination, however, circuits cannot have duplicate CICs or respond to an IAM for a CIC in a failed chassis. This is 
where the native resilience of the SS7 network comes into play, knowing a circuit is blocked, it sends an IAM to set up 
the call via a circuit in another application host. 

Aculab’s strategy of deploying an application on multiple hosts has several benefits, including that of ensuring that 
failure of a single application host doesn’t mean total failure of the system. And unlike the idea of backup hosts, such 
distribution of application and physical bearers in multiple chassis provides a good degree of resilience at both 
application and trunk interface level. Trunks to the same destination should be prudently spread across several chassis 
to avoid failure of a single chassis taking out all circuit routes to a single destination. 
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Importantly, when using the distributed application approach, as the ISUP activity associated with a call occurs only on the 
chassis that hosts the applicable circuit, there is no possibility of other application hosts becoming affected, and problems 
with a single ISUP host will not affect the operation of the rest of the system.  

Failure of an element of the LAN 

For maximum protection and elimination of single points of failure, the LAN interconnecting the MTP nodes and the 
application hosts should be established over a redundant network using two switched LAN networks. Where two NICs are 
used in an MTP chassis, they must be configured such that each is on different subnets. 

At start up each MTP system establishes a connection with its peer using a different route; see figure 4 – routing between 
points F, D and G, and points G, E and F respectively. The system should also be configured so that in normal operation an 
application host communicates with one of the MTP chassis by using one LAN segment, whilst traffic to and from the other 
MTP chassis uses the alternative LAN segment. Therefore, traffic from application host #2 takes the route between points B, 
D and F towards MTP3 A, and traffic takes a route between B, E and G towards MTP3 B. 

If one link from application host #2 fails, say the route between points B and D, all outward bound traffic is routed to the 
node MTP3 B, and onward to the signalling links via a route between B, E and G. If a different link fails, for example, that 
between points D and F, then inbound traffic is routed onwards from MTP3 A to application host #2 via a route between 
points F, E and B. 
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Figure 4 – message paths on failure of an element of the LAN 
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Conclusion
Implementing an SS7 signalling point over two chassis allows a system to continue to operate on failure of a major 
component. Whether the failure concerns a signalling link, a link set, a signalling route, a trunk interface, a digital network 
access card, a single chassis, or an interconnecting LAN element, the resilient architecture offered by Aculab provides a 
high degree of protection. For further resilience, application hosts can also be physically detached from the signalling 
nodes – in separate, distributed chassis.  

Multiple signalling links are spread between two separate chassis, and the two appear as a solitary network element, 
behaving as a single point code. Links and link sets are split over separate E1 or T1 trunk interfaces and resilience is 
achieved in that there is no reliance on a single delivery trunk from the network. 

There are several design pointers, which indicate that the dual MTP approach has distinct advantages. These are 
summarised as follows: 
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Cost-effective design – does not require the wasteful provisioning of additional, expensive trunk connections for the 
inter-chassis links 

Lower cost solution – avoids the extra cost of licensing ISUP software on the signalling nodes (note that Aculab’s SS7 
software is offered under a cost free licence when used with Aculab’s cards) 

Easier integration with user applications – no need for complicated application involvement to swap-over active and 
inactive circuit groups; failover occurs ‘under the hood’  

Safer system operation – no potential for conflict over which circuits are being handled by each half of the signalling 
node 

Better performance – assured completion of calls that are being set-up, as well as calls in a transient state, if one MTP 
chassis fails 

Better performance – problems with a single ISUP host will not affect the operation of the rest of the system 

Hitless software upgrades – software upgrades are possible with minimum disruption or loss of service 

No single point of failure – all areas of potential failure: links; link sets; routes; trunks; cards; chassis; or LAN elements 
are protected 
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About Aculab
Aculab provides deployment proven telephony 
products to the global communications market

Whether you need telephony resources on a board, 
on a host server processor or from a cloud-based 
platform, Aculab ensures that you have the choice. We 
are an innovative, market leading company that places 
product quality and support right at the top of our 
agenda. With over 35 years of experience in helping to 
drive our customers’ success, our technology is used 
to deliver multimodal voice, data and fax solutions 
for use within IP, PSTN and mobile networks – with 
performance levels that are second to none. 

For more information
To learn more about Aculab Cloud and Aculab’s 
extensive telephony solutions visit:

www.aculab.com

Contact us
Phone 
+44 (0) 1908 273800 (UK)
+1 (781) 352 3550 (USA)

Email 
info@aculab.com 
sales@aculab.com 
support@aculab.com 
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